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摘 要

近年来，随着云计算的普及，多任务处理的需求不断增加，出现了许多新的针对多任务优化问题的优化算法，它们利用了迁移学习的概念，被称为多因子进化算法。比如多因子遗传算法、多因子差分演化算法等，它们通过杂交的策略来迁移任务间的知识，用一个任务的知识去加速另一个任务的收敛，在处理多任务优化问题上相较于传统的优化算法有着显著的提升。

基于梯度和种群的进化算法吸收了梯度法和元启发式算法的优点，有着鲁棒性强、收敛速度快的特点，在解决连续优化问题上有着卓越的效果。

目前在多任务连续优化问题领域，传统的多因子进化算法没有针对此类问题作特定优化，并且目前还没有学者将多因子策略结合到基于梯度的进化算法中。本文旨在将多因子策略嵌入进基于梯度的进化算法中，创造出一种在解决多任务连续优化问题上性能卓越的新算法。

本文主要工作在于：

1. 介绍基于梯度的进化算法并与其他元启发式算法(遗传算法、差分演化算法、粒子群优化算法)比较，用了6个单峰函数和7和多峰函数验证其在连续优化问题上的性能；
2. 将多因子策略嵌入到基于梯度的进化算法中，提出基于梯度的多因子进化算法；
3. 将改进的多因子进化算法与传统基于梯度的进化算法做对比，与其他多因子进化算法(多因子遗传算法、多因子差分演化算法、多因子粒子群优化算法)做对比，用了3个测试集(SOCO2016-2T、WCCI2020-Complex、WCCI2020-ManyTask)来验证基于梯度的多因子进化算法在处理多任务连续优化问题上的性能。

根据实验结果可以得出，基于梯度的多因子进化算法在处理一般的多任务连续优化问题上有着优异的性能，在处理多任务复杂问题和超多任务问题上性能和经典多因子算法相当。

**关键词：**优化算法；元启发式算法；多任务优化；多因子进化；梯度法；连续优化

Abstract

In recent years, with the popularization of cloud computing and the increasing demand of multi-task processing, many new multi-task optimization algorithms have emerged. They make use of the concept of transfer learning, called multi-factorial evolutionary algorithm. For example, multi-factorial genetic algorithm, multi-factorial differential evolution algorithm and so on. They use the strategy of crossover to transfer the knowledge between tasks, and use the knowledge of one task to accelerate the convergence of another task. Compared with the traditional optimization algorithm, they have an apparent improvement in dealing with multi-task optimization problem.

Gradient-based optimization algorithm taking the advantages of gradient method and metaheuristic algorithm, has strong robustness and fast convergence speed, and has excellent effect in solving continuous optimization problems.

At present, in the field of multi-task continuous optimization, the traditional multi-factorial evolutionary algorithm has not been specially optimized for this kind of problem, and no scholar has combined multi-factorial strategy into gradient-based evolutionary algorithm. The aim of this paper is to integrate multi-factorial strategy into gradient-based evolutionary algorithm to create a new algorithm with excellent performance in solving multi-task continuous optimization problems.

The main work of this paper is as follows:

1. Introduces a gradient-based evolutionary algorithm and compares it with other heuristic (GA, DE, PSO), six unimodal functions and seven and multi-modal functions are used to verify its performance in continuous optimization.
2. The gradient-based multi-factorial evolutionary algorithm is constructed by incorporating the multi-factorial strategy into the gradient-based optimization algorithm.
3. The proposed multi-factorial evolutionary algorithm is compared with the traditional gradient-based evolutionary algorithm and other multi-factorial evolutionary algorithms (MFGA, MFDE, MFPSO). Three test sets (SOCO2016-2T, WCCI2020-Complex, WCCI2020-ManyTask) are used to verify its performance in multi-task continuous optimization problems.

According to the experimental results, it can be concluded that the gradient-based multifactorial evolutionary algorithm has excellent performance in dealing with general multi task continuous optimization problems, and the performance is equivalent to the classical multi factor algorithm in dealing with multi task complex problems and super multi task problems.

**Keywords：**Optimization algorithm; Metaheuristic algorithm; Multi-task optimization; Multi-factories evolution; Gradient method; Continuous optimization
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# 绪论

## 研究背景及国内外研究现状

### 元启发式算法 Metaheuristic Algorithm

在各类科学和工程领域中的许多实际应用可以转化为优化问题。然而，相关的问题往往是高维复杂的。虽然已经发展了各种各样的优化算法，但它们往往不能为这类具有挑战性的问题提供满意的结果，这就需要针对这些问题的新的优化方法。元启发式算法(Metaheuristic Algorithms, MAs)[1]多是基于一些物理学、群体智能和生物学的原理，擅长于全局优化问题，已成功地用于解决各种复杂现实中的优化问题[2]。

在过去的几十年里，不同的元启发式算法已经被大量地研发和应用。例如，遗传算法(Genetic Algorithm, GA)[3]就是从达尔文的进化论中衍生出来的。差分演化算法(Differential Evolution, DE)[4][5]采用了与遗传算法类似但具体过程不同的的算子(变异和交叉)，利用两个随机选择的向量之间的差来生成一个新的向量。粒子群优化算法(Particle Swarm Optimization, PSO)[6]是受到鸟群鱼群觅食的社会行为的启发。

上述提到的优化方法都是基于种群的概念，包含了一组解的优化过程。这种优化方法的搜索算子基于上述不同的原理。许多研究已经证明了这些方法在许多现实问题中的成功应用。一般来说，基于种群的优化算法不管本质如何，都会共享共同的信息。在这些算法中，搜索算子实现了两个步骤：探索(Exploration)和开采(Exploitation)。探索即为在整个搜索区域内基于现有位置探索新的位置，而开采的目的是找到附近的最优解的位置。单纯利用探索可能导致新的解精度不高。相反，仅仅利用开采容易陷入局部最优,许多研究强调了在元启发式算法中平衡探索和开采的重要性。因此，在这两个过程之间建立适当的平衡是至关重要的。

### 基于梯度的进化算法 Gradient-based Algorithm

常用的梯度搜索方法包括牛顿法[7]、拟牛顿法[8]和共轭梯度法[9]。这些方法已被应用于许多研究，以解决不同类型的优化问题。基于梯度的元启发式算法采用了梯度搜索方法和元启发式算法中种群和进化的概念，是一种新的元启发式算法。例如，Salejegheh将拟牛顿法和粒子群优化算法结合起来[10]，以提高基本粒子群优化算法的性能和鲁棒性；Ibtissem和Nouredine混合了差分演化算法和共轭梯度法[11]，以增强基本差分演化算法中的局部搜索能力；席红雷提出了基于梯度优化的自适应小生境遗传算法[12]；韩飞提出了一种改进的基于梯度搜索的粒子群优化算法[13]；Iman Ahmadianfar引入梯度搜索和局部逃逸概念，提出了一种新的基于梯度的进化算法(Gradient-Based Optimizer, GBO)[14]。这些研究表明了基于梯度的元启发式算法的重要作用。

### 多因子进化 Multifactorial Evolution

近年来，元启发式进化算法已成功地应用于科学、运筹学和工程领域的各种优化问题。这些问题一般可以分为三类：a)单目标优化问题(Single-Objective Optimization, SOO)[15]，其中搜索空间中的每一点映射到一个标量目标值；b)多目标优化问题(Multi-Objective Optimization, MOO)[16]，其中搜索空间中的每一点映射到一个向量值目标函数；c)多因子优化(Multifactorial Optimization, MFO)[17]，其中搜索空间中的每一点映射到不同任务的标量目标值。

随着近年来“云计算”的飞速发展，多个用户会同时发出请求，云服务器需要同时处理多个优化任务，如何高效快速地同时解决多个任务成为了一个亟待解决的问题。多因子优化算法就是在此基础上产生的，多因子优化是一种进化多任务(Evolutionary Multitasking)概念，不同任务具有不同的的搜索空间(可能相互依赖，也可能不相互依赖)，每个搜索空间对应相互之间独立的函数，每一项任务都有一个影响单一个体种群进化的独特因子。常规的元启发式算法的设计通常集中在有效地一次解决一个优化问题上，而基于种群的搜索方法具有隐并行性，在多任务优化领域利用好这种隐并行性是高效解决问题的关键，近年来已经有部分研究者提出了不同的多因子进化算法。例如，Abhishek Gupta利用遗传算法的杂交操作在不同因子间传递信息[17]，提出了一种可以在任务间迁移知识的多因子进化范式(Multifactorial Evolutionary Algorithm, MFEA)；Liang Feng在MFEA的基础上相继提出多因子粒子群算法(Multifactorial PSO)、多因子差分演化算法(Multifactorial DE)[18]，并在之后提出了一种基于显式自动编码(Explicit Autoencoding)的进化多任务算法[19]；Zedong Tang提出了一种任务间坐标系自适应映射的算法框架[20]；么双双提出了一种基于分解的多目标多因子进化算法[21]；尚青霞提出了一种基于降噪自动编码器的多任务优化算法[22]。由此可见，近年来解决各类多任务优化问题的多因子进化算法正如雨后春笋般涌现。

## 研究目标与研究内容

### 研究目标

基于No Free Lunch(NFL)原则[23]，一种特定优化算法不能在所有问题上都取得非常好的效果，这表明一种特定的算法可以为某些问题提供非常好的结果，但是对于其他的问题集可能效率较低，这促进了多年以来新的元启发式优化算法的发展。

基于梯度的进化算法因其鲁棒性好及收敛快速的特点，在高维单峰和多峰的连续优化问题上取得了较好的成果；多因子进化策略是在2016年提出的[17]，在近年涌现了大量基于此的算法解决各类多任务优化问题。而在多任务连续优化问题领域，现有的算法多是基于传统的元启发式算法(GA, DE, PSO…)，没有针对这一类问题的特性去做改进，且收敛性一般较差，能有效地处理多任务连续优化问题，此外，还没有研究者将最新的基于梯度的进化算法引入其中。

本文旨在吸收基于梯度的进化算法在处理连续优化问题上的优点，以及利用能够高效处理多任务优化问题的多因子策略，提出基于梯度的多因子进化算法来高效解决多任务连续优化问题。

### 研究内容

首先介绍基于梯度的进化算法(Gradient-Based Optimizer, GBO)的原理和方法论，详述梯度搜索规则(Gradient Search Rule, GSR)和局部逃逸算子(Local Escaping Operator, LEO)。通过6个高维单峰(Unimodal)问题和9个高维多峰(Multimodal)问题[14]来验证GBO在连续优化问题上的先进性。

然后将多因子策略引入GBO来构建基于梯度的多因子进化算法MFGBO，详述多因子策略在GBO中的实现。通过9个2-Task多任务单目标优化问题[24]、10个2-Task多任务单目标复杂优化问题(WCCI 2020)和10个10-Task超多任务单目标优化问题(WCCI 2020)来验证GBO算法在多任务连续优化问题上的先进性。

## 论文的组织结构

本文结构分为以下四个章节：

第一章，介绍基于梯度的进化算法和多因子进化的概念及研究现状，引出本文的研究目标和内容；

第二章，详细介绍基于梯度的进化算法(GBO)的原理，并通过实验来验证算法在连续优化问题上的性能；

第三章，详细介绍在GBO算法的基础上加入多因子策略，改进为基于梯度的多因子进化算法(MFGBO)，并通过实验来验证算法在多任务连续优化问题上的性能；

第四章，总结本文内容，并指出现有算法的优势、不足之处及展望。

# 基于梯度的进化算法

## 引言

本章主要介绍基于梯度的进化算法(Gradient-Based Optimizer, GBO)的原理及实验验证其在连续优化问题上的先进性。在本章没有引入多任务和多因子概念，主要目的是单独探讨基础GBO算法处理连续优化问题的能力。

## GBO原理及方法论

### 牛顿法Newton’s method

牛顿法是一种强有力的数值求解方程根的方法[7]，该方法是一种利用泰勒级数初始项的求根算法。这种方法从一个点开始，然后使用点评估的泰勒级数来估计解附近的另一个点。这个过程一直持续到得到最终解为止。泰勒级数可以表示为：

|  |  |
| --- | --- |
|  | (1) |

将泰勒级数截断，可以得到一个线性近似的，具体如下：

|  |  |
| --- | --- |
|  | (2) |

令为0，则有：

|  |  |
| --- | --- |
|  | (3) |

因此，给定，下一代可以表示为：

|  |  |
| --- | --- |
|  | (4) |

牛顿法使用了一个迭代过程，经过数次迭代最终得到近似解。

### 种群初始化 Initialization

连续优化问题包括一组决策变量、约束条件和一个目标函数。GBO的控制参数包括从勘探到开采的过渡参数和逃逸概率。根据问题的复杂度和规模来确定迭代次数和种群大小。在GBO算法中，种群的每个个体被称为向量。因此，GBO在一个D维搜索空间中包含N个向量，向量可以表示为：

通常，GBO的初始向量是在D维搜索空间中随机生成，可以定义为：

其中，和是决策变量的上下界；是服从的均匀分布随机数。

### 梯度搜索规则 Gradient Search Rule

在GBO算法的梯度搜索规则中，通过控制向量的运动方向，可以在可行域中进行更好的搜索以到达更好的位置。为了提高GBO的勘探能力，加快GBO的收敛速度，在牛顿法的基础上提出了梯度搜索规则GSR。由于许多优化问题是不可微的，故采用数值梯度来代替函数的直接导数。通常，牛顿法从一个预测的初始解开始，沿着指定的梯度方向向下一个位置移动。为了实现GSR，要利用泰勒级数计算函数的一阶导数。和的泰勒级数可以分别表示为：

|  |  |
| --- | --- |
|  | (5-1) |
|  | (5-2) |

根据式(5)，函数的一阶导数可以表示为：

|  |  |
| --- | --- |
|  | (6) |

根据式(4)(6)，可以定义为：

|  |  |
| --- | --- |
|  | (7) |

梯度搜索规则GSR是GBO算法的核心，需要在牛顿法的基础上修改为基于种群的搜索规则。根据式(7)，的相邻位置是和。在GBO算法中，这些相邻位置被替换为种群中的其他两个位置：被替换为，即最优解位置；被替换为，即最差解位置。此外，由于个体的适应度计算时间较长，因此GBO算法采用解代替适应度。GSR定义如下：

|  |  |
| --- | --- |
|  | (8) |

其中，是服从正态分布的随机数；是范围内的一个小数；和 是在优化过程中得到的最优解和最差解。式(8)可以协助当前的个体更新位置。为了提高GBO的搜索能力，平衡全局勘探和局部开采能力，通过在GBO中引入自适应参数对式(8)进行改进：

|  |  |
| --- | --- |
|  | (9-1) |
|  | (9-2) |
|  | (9-3) |

其中，和分别为0.2和1.2；是当前迭代次数；是迭代总次数。为了平衡勘探和开发过程，参数随正弦函数变化。随着迭代次数增加而变化。

|  |
| --- |
|  |
| 1. 随迭代次数的变化 |

图2.1展示了的变化趋势，其中最大迭代次数为100，这个参数可以在具体问题中更改。在早期迭代时有较大的值，以增强种群的多样性，随着迭代次数的增加，其值逐渐减小，以加速收敛。此外，产生的解应当能够探索最优解周围的空间，为此，在从550到750代左右会增加，这有助于提升算法逃脱局部最优的能力。因此，式(8)可以改写为：

|  |  |
| --- | --- |
|  | (10) |

其中是根据最优解和随机个体来确定的(见式(11))。为了确保在每次迭代中都发生变化，引入参数(见式(11-3))。此外，为了增强勘探能力，在式(11-3)中引入随机数。

|  |  |
| --- | --- |
|  | (11-1) |
|  | (11-2) |
|  | (11-3) |

其中，是一个维的随机数；是从中随机选取的不同整数；是由和决定的步长。因此，式(7)可以改写为：

|  |  |
| --- | --- |
|  | (12) |

### 个体移动方向 Direction of Movement

个体移动方向DM是GBO算法的另一个重要组成部分，是为了更好地开采附近的区域，DM使当前个体朝着方向移动，能够增强局部开采能力以及提升收敛速度。DM定义如下：

|  |  |
| --- | --- |
|  | (13) |

其中，是服从的均匀分布随机数；与定义相同，在迭代初始阶段步长在大范围内随机选取，随着迭代的增加，步长会在小范围内随机选取，在[范围内将随机步长范围扩大来增强脱离局部最优的能力。定义如下：

|  |  |
| --- | --- |
|  | (14) |

### 生成子代个体

子代个体由多个中间解向量构成，包含。

适合于全局勘探，定义如下：

|  |  |
| --- | --- |
|  | (15-1) |
|  | (15-2) |

适合于局部开采，定义如下：

|  |  |
| --- | --- |
|  | (16) |

定义如下：

|  |  |
| --- | --- |
|  | (17) |

定义如下：

|  |  |
| --- | --- |
|  | (18) |

其中，是服从的均匀分布随机数。

|  |
| --- |
|  |
| 1. 的生成图解 |

图2.2描绘了一个个体在二维搜索空间中更新位置的过程。

### 局部逃逸算子 Local Escaping Operator

为了提高GBO算法求解复杂问题的效率，引入了局部逃逸算子LEO。这个算子可以显著改变的位置。LEO通过使用多个位置，包含以及一个新的随机解，生成了表现较优的解。

|  |
| --- |
| 1. 生成过程伪代码 |
|  |

表2.1展示了的生成过程的伪代码，其中，是服从的均匀分布随机数；是服从的均匀分布随机数；是逃逸概率；是3个随机数，定义如下：

|  |  |
| --- | --- |
|  | (19-1) |
|  | (19-2) |
|  | (19-3) |

其中，是服从的均匀分布随机数。

定义如下：

|  |  |
| --- | --- |
|  | (20-1) |
|  | (20-2) |

其中，是新生成的随机解；是在种群中随机选取的解；是服从的均匀分布随机数。

在选择时的这种随机行为有助于增加种群的多样性以及避开局部最优解。

### GBO算法框架

GBO算法的伪代码如表2.2所示。

|  |
| --- |
| 1. GBO算法伪代码 |
| **步骤1. 初始化**  定义迭代次数、种群数量、解的维度、逃逸概率  生成随机初始种群  评价每个个体的函数值  确定  **步骤2. 主循环**        选取  根据式(18)计算      根据表2.1计算      评价个体并进行1对1锦标赛选择  更新      **步骤3. 返回** |

## 实验结果与分析

### 实验设计

1. **测试集Benchmark**

使用14个数学函数来评价GBO算法在连续优化问题上的性能，这些数学函数在以前的研究中[14]得到了广泛的应用。这些测试函数可分为两种不同类型：单峰函数(f1-f6)、多峰函数(f7-f14)，每个函数在2维空间上的图像展示在附录一中。

1. **对比算法**

遗传算法(Genetic Algorithm, GA)[3]；

差分演化算法(Differential Evolution, DE)[4]；

粒子群算法(Particle Swarm Optimization, PSO)[6]。

1. **参数设置**

种群数量(N)：*50*；

问题维度(D)：*30*；

迭代次数(M)：*500*；

独立运行次数：*30*；

GBO：逃逸概率*pr=0.5*；

GA：基因长度*lenChrome=5,* 交叉概率*pc=0.6,* 变异概率*pm=0.05*；

DE：交叉概率*pc=0.5,* 缩放因子*F=0.5*；

PSO：*w*初始值*wInital=0.9, w*结束值*wEnd=0.4, c1=0.5, c2=0.5*。

1. **评价指标**

平均最优解Average Best Cost，每次独立运行后算法取得最优解的平均值；

标准差 Standard Deviation，每次独立运行后算法取得最优解的标准差；

收敛速度 Convergence Speed，收敛图中曲线下降的越快说明收敛速度越高。

### 实验结果与分析

表2.3展示了各函数上的GBO、GA、DE和PSO算法的平均最优解，其中每个测试问题上的最优算法对应的数据标绿；表2.4展示了标准差，最优标绿；图2.3展示了各算法的收敛曲线。

1. **开采能力 Exploitation**

通常用单峰函数来评价优化算法的开采能力。这些测试函数只有一个全局最优，没有局部最优。单峰函数对应表2.3和表2.4中第一列为U的前6个函数。

在平均最优解、最优解、标准差的单峰函数数据中，可以看到GBO算法相较于GA、DE、PSO，在所有问题上都是最优结果，除了f4没有达到全局最优，其他所有问题都到达了全局最优。GBO算法对单峰函数具有非常好的准确度，说明GBO算法比其他3种优化算法具有更好的开采能力。

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 1. 平均最优解 | | | | | |
| Function | | GBO | GA | DE | PSO |
| U | 1 | 0.00E+00 | 1.18E+07 | 2.34E+01 | 2.78E+06 |
| 2 | 0.00E+00 | 9.33E+11 | 0.00E+00 | 4.72E+32 |
| 3 | 0.00E+00 | 1.39E+02 | 2.03E+03 | 1.02E+03 |
| 4 | 2.30E+01 | 1.81E+04 | 5.17E+01 | 8.21E+03 |
| 5 | 0.00E+00 | 1.13E+02 | 0.00E+00 | 2.89E+03 |
| 6 | 0.00E+00 | 5.61E+04 | 3.30E-02 | 1.86E+06 |
| M | 7 | 0.00E+00 | 3.77E+00 | 1.07E+01 | 8.47E+00 |
| 8 | 0.00E+00 | 1.33E+01 | 4.00E-03 | 3.02E+02 |
| 9 | 0.00E+00 | 1.96E+00 | 0.00E+00 | 1.23E+01 |
| 10 | 0.00E+00 | 1.62E+00 | 2.00E-03 | 3.52E+00 |
| 11 | 0.00E+00 | 5.20E+00 | 2.13E+01 | 3.63E+01 |
| 12 | 5.98E-01 | 1.35E+00 | 5.72E-01 | 1.05E+01 |
| 13 | 4.84E-01 | 1.61E+01 | 4.63E-01 | 5.46E+02 |
| 14 | 0.00E+00 | 3.36E+00 | 5.18E+00 | 3.99E+01 |
| 1. 标准差 | | | | | |
| Function | | GBO | GA | DE | PSO |
| U | 1 | 0.00E+00 | 1.04E+14 | 1.34E+02 | 3.42E+12 |
| 2 | 0.00E+00 | 1.59E+25 | 0.00E+00 | 5.53E+66 |
| 3 | 0.00E+00 | 7.00E+03 | 3.69E+05 | 3.44E+05 |
| 4 | 1.54E+00 | 3.59E+08 | 1.14E+03 | 3.13E+08 |
| 5 | 0.00E+00 | 1.65E+04 | 0.00E+00 | 1.25E+06 |
| 6 | 0.00E+00 | 1.23E+10 | 0.00E+00 | 1.38E+12 |
| M | 7 | 0.00E+00 | 4.11E-01 | 1.63E-01 | 1.21E+00 |
| 8 | 0.00E+00 | 1.36E+02 | 0.00E+00 | 2.92E+04 |
| 9 | 0.00E+00 | 2.04E+00 | 0.00E+00 | 8.88E+01 |
| 10 | 0.00E+00 | 4.72E-01 | 0.00E+00 | 8.52E-01 |
| 11 | 0.00E+00 | 1.69E-01 | 2.45E+00 | 1.33E+01 |
| 12 | 1.50E-02 | 9.59E-01 | 6.00E-03 | 8.26E+01 |
| 13 | 1.00E-03 | 2.16E+02 | 2.10E-02 | 3.07E+05 |
| 14 | 0.00E+00 | 1.30E+00 | 1.27E+01 | 1.29E+02 |

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
| 1. 各算法在14个连续优化问题上的收敛曲线 | | |

1. **勘探与逃离局部最优能力Exploration and escaping from local optima**

这里的多峰函数均是使用的多模态测试函数，这些测试函数具有大量的局部最优解，这些局部最优解的数量随着问题维数的增加呈指数增长。因此，用这里的8个多峰函数来评价优化算法的勘探和逃离局部最优能力。多峰函数对应表2.3和表2.4中第一列为M的后8个函数。

在平均最优解、最优解、标准差的单峰函数数据中，可以看到GBO算法在f7-f11、f14的问题上的平均最优解、最优解均达到了全局最优；在f12、f13上平均最优解、最优解、标准差与DE算法结果相似。结果表明，GBO具有良好的勘探能力，可以提高搜索的效率，有效逃离局部最优。

1. **收敛行为 Convergence behavior**

采用收敛速度来评估GBO算法的收敛行为。收敛曲线通常用来评价算法的收敛效率，可以明显地看到：在f1、f3-f6、f7-f14上，GBO算法的收敛速度要远远超过其他算法，表明GBO算法在开采效率上远高于其他算法；在f2上，GBO和GA、DE收敛速度接近；在f7上，GBO算法的收敛速度在开始要慢于其他算法，而在后期，GBO算法很快逃离了局部最优，而其他算法均陷入了局部最优，说明了GBO算法在多峰问题的勘探效率也要高于其他算法；在所有的问题上，GBO算法在末期均能收敛到接近全局最优的地方。

## 本章小结

本章介绍了GBO算法的原理及研究了GBO算法在处理连续优化问题上的能力。研究发现GBO算法在处理高维单峰问题时效果非常好，能够很快地收敛到全局最优；在多峰问题上的效果也要优于许多传统的元启发式算法。

# 基于梯度的多因子进化算法

## 引言

本章主要介绍基于梯度的多因子优化算法(Multifactorial Gradient-Based Optimizer, MFGBO)的原理及实验验证其在多任务连续优化问题上的先进性。MFGBO是在GBO算法的基础上，引入多因子策略，改造为能够有效处理多任务连续优化问题的算法。

## MFGBO原理及方法论

### 多因子进化概念

多因子进化受到多因子遗传模型的启发，该模型提出后代间复杂的发育性状受到遗传和文化因素相互作用的影响[25][26]。例如，个体的知识可能取决于它的基因型，对基因的选择又会被文化因素修改[27][28]，这些文化因素通常来源于社会学习或父辈习俗。

多因子进化为了有效地进行多任务处理，为每一个优化任务创造独立的文化环境，在这个环境中养育后代。多因子策略允许多个文化共存，每个优化任务对应一个文化环境，通过遗传因子和文化因子的相互作用，模拟了复杂环境中个体随后的进化过程。

### 种群初始化

首先为每个个体定义一组属性，其中，为种群数量。个体编码在的统一搜索空间中，可以解码成针对每个任务的解，任务总数为，的解码形式可以写成，其中。例如，,其编码与解码的方式如图3.1。在其中每一个维度上变量的范围都被定义为[，针对每个任务进行运算时，会将[映射到对应任务的变量范围内

|  |
| --- |
|  |
| 1. 个体编码与解码 |

因为每个任务的函数值不同，不同任务间不能直接用函数值来对比个体的优劣，需要一种新的方式来进行任务间个体适应值的比较，需要定义以下几个概念：

1. **技能因子 Skill Factor**

技能因子表示当前个体最适应的任务。

1. **因子函数值 Factorial Cost**

当前个体的在第个任务上的函数值。

1. **因子排名 Factorial Rank**

当前个体的在第个任务上的函数值的排名。

1. **标量适应值 Scalar Fitness**

当前个体的因子排名的倒数，是为了在不同任务间判断个体的优劣。

### 因子杂交机制

MFGBO的一个关键特征是，个体更喜欢与那些属于相同文化背景的其他个体进行杂交，生成新的个体。在MFGBO中，技能因子被看作是个体文化偏好的表象。因此，如果与当前个体技能因子相同，则它们会共同杂交产生新个体。相反地，如果他们的技能因素不同，杂交产生新个体只能按照规定的随机交配概率。根据这些规则生成子代的步骤展示在表3.1中。

|  |
| --- |
| 1. 因子杂交机制 |
| 选取的    随机选取 |

文化偏好交配在自然界的出现被用于多因子策略中。随机交配概率被用来平衡搜索的勘探和开采。如果值接近0则意味着只有相同文化的个体才允许交配；而如果接近1则允许文化间随机交配。在前一种情况下，文化内交配有利于在当前任务上加强搜索能力，但是在当前任务容易陷入局部最优解。较大的值情况下发生的跨文化交配使得算法能够探索每个任务的空间，同时可以学习到其他任务的知识，如果两个任务有相似之处就有助于逃离当前任务的局部最优，但是会导致算法收敛速度下降。因此，必须选择一个合适的值，以确保在勘探和开采之间保持良好的平衡。

### 垂直文化传播机制

在每个任务上评价个体时，第一步是将个体的统一编码解码为对应该任务的变量。对于连续优化问题，直接通过解空间映射来实现。例如，一个问题的第个变量在范围内，个体的第个维度为，则个体到实际问题的搜索空间的映射为。

|  |
| --- |
| 1. 垂直文化传播机制 |
| 随机变异技能因子    遗传父个体的技能因子 |

如果对每个个体在每个任务上都进行评价，那这样会极大增加计算量，显然这样做是不可取的，为了使MFGBO计算更有效率，算法必须减少评价的总数量。一个重要特征是，在MFGBO中生成的个体一般不会在所有任务中都表现非常好，因此，只对选定的最有可能表现良好的任务对个体进行评价会大大增强算法的效率。利用垂直文化传播的概念，根据表3.2让子代遗传父本的技能因子(文化特性)以及进行一定概率的变异，仅对子代在技能因子对应的任务上进行评价。

### 选择操作

使用1对1锦标赛策略进行选择，让子代个体只和自己的父代个体评比，选取其中较好的留存到下一代。因为子代和父代的技能因子相同，所以不需要再进行一次大规模排序选择，将基础MFEA算法[17]中选择操作的时间复杂度降低到了。

### MFGBO算法框架

|  |
| --- |
| 1. MFGBO算法伪代码 |
| **步骤1. 初始化**  定义迭代次数、种群数量、逃逸概率、杂交概率、变异概率  生成初始种群，评价每个个体在每个任务上的因子函数值、因子排名、标量适应值  计算每个个体的技能因子，选出每个任务上的  **步骤2. 主循环**      根据表3.1选取  根据式(18)计算    根据表2.1计算      根据表3.2遗传或变异的技能因子  只评价在任务上的因子函数值  在对应对任务上根据因子函数值进行1对1锦标赛选择  更新 |

## 实验结果与分析

### 实验设计

1. **测试集Benchmark**

第一个，B. Da在2016年提出的单目标多任务测试集Single-Objective MFO benchmark problems(SOCO2016-2T)[24]，是多任务处理中非常经典的一个测试集，其中问题的分类如表3.4所示。

|  |  |  |  |
| --- | --- | --- | --- |
| 1. SOCO2016-2T测试集问题类型 | | | |
|  | 任务间高相似度 | 任务间中相似度 | 任务间低相似度 |
| 全局最优完全相交 | CI\_H | CI\_M | CI\_L |
| 全局最优部分相交 | PI\_H | PI\_M | PI\_L |
| 全局最优无相交 | NI\_H | NI\_M | NI\_L |

第二个，WCCI 2020 Competition on Evolutionary Multi-task Optimization中的复杂2任务测试集。

第三个，WCCI 2020 Competition on Evolutionary Multi-task Optimization中的10任务(超多任务优化Many-Task Optimization)测试集。

1. **SOGBO、MFGBO对比**

SOGBO(Single Objective Gradient-Based Optimizer)为单目标GBO算法，即第二章提到的基于梯度度进化算法GBO；MFGBO为多任务GBO算法，即第三章构建的基于梯度的多因子进化算法MFGBO。使用多因子进化算法同时对多个任务优化，对比使用SOGBO算法分别对每个任务进行优化。

1. **对比多因子算法**

用MFGBO和其他3个经典多因子算法进行对比：

多因子遗传算法(Multifactorial Genetic Algorithm, MFGA)[17]；

多因子差分演化算法(Multifactorial Differential Evolution, MFDE)[18]；

多因子粒子群算法(Multifactorial Particle Swarm Optimization, MFPSO)[18]。

1. **参数设置**

种群数量MF/SO (N)：*100*；

问题维度(D)：*50*；

最大迭代次数(M)：*500*；

最大评价次数(MaxEva)：*100 \* 500*；

独立运行次数：*30*；

MFGBO：逃逸概率*pr=0.5,* 文化交叉概率*rmp=0.3,* 文化变异概率*pm=0.1*；

MFGA：基因长度*lenChrome=10,* 文化交叉概率*rmp=0.3*；

MFDE：交叉概率*pc=0.9,* 缩放因子*F=0.5,* 文化交叉概率*rmp=0.3*；

MFPSO：*w*初始值*wInital=0.9, w*结束值*wEnd=0.4, c1=0.2, c2=0.2, c3=0.2,* 文化交叉概率*rmp=0.3*。

1. **评价指标**

平均最优解Average Best Cost，每次独立运行后算法取得最优解的平均值；

标准差 Standard Deviation，每次独立运行后算法取得最优解的标准差；

运行速度 Running Speed，每次独立运行后算法运行时间的平均值。

### SOGBO、MFGBO对比实验结果与分析

表3.5表3.6展示了SOCO2016-2T、WCCI2020-Complex、WCCI2020-ManyTask测试集上SOGBO、MFGBO的平均最优解、标准差、运行时间，第一列表示每个任务组合，第二列表示每个任务组合中的任务(WCCI2020-ManyTask测试集为所有任务平均值)。其中每个任务对应的平均最优解、标准差、运行时间的最优值标绿突出显示。

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1. 各测试集SO/MF平均最优解、标准差、运行时间 | | | | | | | | | |
|  |  | 平均最优解 | |  | 标准差 | |  | 运行时间 | |
| Benchmark | | MFGBO | SOGBO |  | MFGBO | SOGBO |  | MFGBO | SOGBO |
| SOCO2016-2T | | | | | | | | | |
| CI\_H | 1 | 0.00E+00 | 1.09E-01 |  | 0.00E+00 | 4.63E-02 |  | 1.07E+02 | 9.65E+01 |
| 2 | 1.62E-04 | 4.83E+02 |  | 2.50E-04 | 9.75E+01 |  |
| CI\_M | 1 | 3.43E-04 | 5.81E+00 |  | 2.80E-04 | 1.19E+00 |  | 1.24E+02 | 1.07E+02 |
| 2 | 1.32E-04 | 5.15E+02 |  | 3.04E-04 | 1.11E+02 |  |
| CI\_L | 1 | 3.67E-04 | 1.71E+01 |  | 2.45E-04 | 7.32E+00 |  | 1.13E+02 | 1.10E+02 |
| 2 | 6.57E-04 | 1.12E+04 |  | 3.90E-05 | 7.27E+02 |  |
| PI\_H | 1 | 3.55E-01 | 4.92E+02 |  | 4.49E-01 | 1.23E+02 |  | 1.10E+02 | 9.10E+01 |
| 2 | 3.79E+03 | 1.22E+00 |  | 1.42E+02 | 9.37E-01 |  |
| PI\_M | 1 | 3.27E+00 | 5.77E+00 |  | 6.08E-02 | 1.02E+00 |  | 1.15E+02 | 1.29E+02 |
| 2 | 2.45E+00 | 5.21E+02 |  | 1.08E+01 | 3.61E+02 |  |
| PI\_L | 1 | 2.82E-04 | 5.80E+00 |  | 2.05E-04 | 1.25E+00 |  | 2.27E+02 | 1.76E+02 |
| 2 | 1.37E-02 | 1.23E+01 |  | 6.52E-03 | 4.44E+00 |  |
| NI\_H | 1 | 1.04E-01 | 5.05E+02 |  | 1.32E-01 | 2.95E+02 |  | 1.14E+02 | 1.03E+02 |
| 2 | 1.62E-02 | 5.07E+02 |  | 2.31E-02 | 1.19E+02 |  |

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1. 各测试集SO/MF平均最优解、标准差、运行时间 | | | | | | | | | |
|  |  | 平均最优解 | |  | 标准差 | |  | 运行时间 | |
| Benchmark | | MFGBO | SOGBO |  | MFGBO | SOGBO |  | MFGBO | SOGBO |
| SOCO2016-2T | | | | | | | | | |
| NI\_M | 1 | 3.32E-04 | 1.00E-01 |  | 3.63E-04 | 3.86E-02 |  | 2.28E+02 | 2.16E+02 |
| 2 | 5.15E-01 | 2.99E+01 |  | 2.29E-01 | 3.51E+00 |  |
| NI\_L | 1 | 7.02E+00 | 4.47E+02 |  | 7.74E+00 | 8.75E+01 |  | 1.06E+02 | 9.39E+01 |
| 2 | 8.06E-01 | 1.12E+04 |  | 6.85E-01 | 5.42E+02 |  |
| WCCI2020-Complex | | | | | | | | | |
| f1 | 1 | 6.88E+02 | 6.87E+02 |  | 1.35E-01 | 3.00E-01 |  | 1.95E+02 | 1.96E+02 |
| 2 | 6.88E+02 | 6.87E+02 |  | 1.46E-01 | 2.73E-01 |  |
| f2 | 1 | 2.54E+03 | 2.54E+03 |  | 1.19E+00 | 4.03E-01 |  | 1.08E+02 | 9.19E+01 |
| 2 | 2.54E+03 | 2.54E+03 |  | 7.65E-01 | 3.29E-01 |  |
| f3 | 1 | 3.76E+09 | 3.74E+09 |  | 6.05E+06 | 8.75E+04 |  | 1.00E+02 | 9.53E+01 |
| 2 | 3.76E+09 | 3.74E+09 |  | 5.11E+06 | 5.34E+04 |  |
| f4 | 1 | 1.31E+03 | 1.31E+03 |  | 4.83E-03 | 1.48E-03 |  | 1.10E+02 | 9.32E+01 |
| 2 | 1.31E+03 | 1.31E+03 |  | 5.19E-03 | 1.73E-03 |  |  |  |
| f5 | 1 | 2.38E+07 | 2.35E+07 |  | 7.26E+04 | 1.15E+04 |  | 1.18E+02 | 1.26E+02 |
| 2 | 2.38E+07 | 2.35E+07 |  | 7.37E+04 | 1.45E+04 |  |
| f6 | 1 | 1.72E+09 | 1.71E+09 |  | 3.21E+06 | 7.48E+01 |  | 1.07E+02 | 9.63E+01 |
| 2 | 1.72E+09 | 1.71E+09 |  | 3.09E+06 | 8.63E+01 |  |
| f7 | 1 | 5.89E+06 | 5.88E+06 |  | 6.17E+03 | 2.48E+02 |  | 1.10E+02 | 9.63E+01 |
| 2 | 5.88E+06 | 5.88E+06 |  | 6.20E+03 | 4.06E+01 |  |
| f8 | 1 | 5.21E+02 | 5.20E+02 |  | 4.74E-02 | 1.17E-01 |  | 1.04E+02 | 9.45E+01 |
| 2 | 5.21E+02 | 5.20E+02 |  | 3.41E-02 | 1.27E-01 |  |
| f9 | 1 | 1.85E+04 | 1.79E+04 |  | 6.14E+01 | 3.89E+01 |  | 4.87E+02 | 8.61E+01 |
| 2 | 1.62E+03 | 1.62E+03 |  | 6.67E-02 | 4.31E-02 |  |
| f10 | 1 | 3.14E+09 | 3.13E+09 |  | 2.96E+06 | 2.70E+03 |  | 4.40E+02 | 7.55E+01 |
| 2 | 1.72E+09 | 1.71E+09 |  | 4.90E+06 | 9.05E+01 |  |
| WCCI2020-ManyTask | | | | | | | | | |
| f1 | | 1.55E+03 | 1.42E+03 |  | 1.55E+03 | 1.42E+03 |  | 1.54E+02 | 1.30E+02 |
| f2 | | 6.74E+05 | 4.74E+05 |  | 6.74E+05 | 4.74E+05 |  | 1.41E+02 | 9.75E+01 |
| f3 | | 7.28E+02 | 4.95E+02 |  | 7.28E+02 | 4.95E+02 |  | 1.16E+02 | 1.01E+02 |
| f4 | | 3.05E+07 | 2.75E+07 |  | 3.05E+07 | 2.75E+07 |  | 1.15E+02 | 9.77E+01 |
| f5 | | 1.68E+03 | 1.57E+03 |  | 1.68E+03 | 1.57E+03 |  | 1.81E+02 | 1.70E+02 |
| f6 | | 3.32E+07 | 2.90E+07 |  | 3.32E+07 | 2.90E+07 |  | 1.13E+02 | 9.58E+01 |
| f7 | | 1.21E+03 | 1.12E+03 |  | 1.21E+03 | 1.12E+03 |  | 1.78E+02 | 1.62E+02 |
| f8 | | 1.55E+08 | 1.45E+08 |  | 1.55E+08 | 1.45E+08 |  | 1.59E+02 | 1.41E+02 |
| f9 | | 1.88E+08 | 1.76E+08 |  | 1.88E+08 | 1.76E+08 |  | 1.37E+02 | 1.21E+02 |
| f10 | | 6.79E+03 | 6.70E+03 |  | 6.79E+03 | 6.70E+03 |  | 1.62E+02 | 1.48E+02 |

SOGBO、MFGBO在运行时间上相差无几，因为是根据评价次数来终止算法的运行，两个算法时间复杂度相同，在多任务问题上相同评价次数下SOGBO、MFGBO运行时间也相似。

在SOCO2016-2T测试集上，MFGBO在绝大多数问题上的平均最优解要远远好于用SOGBO算法单独计算每个任务。在PI\_H-Task2上MFGBO结果要差于SOGBO，原因是这个任务是一个单峰函数，SOGBO单独运行会快速收敛到全局最优，而MFGBO中受另一个多峰任务影响，没有收敛到全局最优。在大多数情况下MFGBO都能利用两个任务间的相似性来互相学习，迁移有用的知识，即使任务相似度不高，通过垂直文化传播机制也能让个体更少地受另一个任务影响。

在WCCI2020-Complex测试集上，由于任务较多，故使用10个任务的平均值作为评价指标。MFGBO平均最优解均稍差于SOGBO，但是结果相差无几。出现这种情况的原因主要是MFGBO中通过杂交的知识迁移机制不能有效地解决复杂且差异较大的任务。

在WCCI2020-ManyTask测试集上，MFGBO平均最优解均要差于SOGBO，在第2、3个问题上MFGBO的解离SOGBO还有一定距离，说明MFGBO在处理超多任务问题上的效果并不是很明显，还要稍差于SOGBO分别运行每个任务。出现这种情况的原因是MFGBO中通过文化间杂交来进行知识迁移的方法对超多任务问题效果不好，因为随着任务的增加，任务间相似性指数级降低，需要一种新的方法来处理超多任务问题。

### 多因子算法横向对比实验结果与分析

表3.7表3.8展示了SOCO2016-2T、WCCI2020-Complex测试集上MFGBO、MFGA、MFDE、MFPSO的平均最优解、标准差。表3.9展示了各测试集上各算法的运行时间。每个表格的第一列表示每个任务组合，第二列表示每个任务组合中的若干任务。其中每个任务对应的各项最优值已标绿进行突出显示。

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1. 各测试集各算法平均最优解、标准差 | | | | | | | | | | |
|  |  | 平均最优解 | | | |  | 标准差 | | | |
| Benchmark | | MFGBO | MFGA | MFDE | MFPSO |  | MFGBO | MFGA | MFDE | MFPSO |
| SOCO2020-2T | | | | | | | | | | |
| CI\_H | 1 | 0.00E+00 | 1.15E+00 | 7.18E-02 | 1.08E+00 |  | 0.00E+00 | 2.37E-02 | 3.36E-02 | 2.88E-02 |
| 2 | 1.62E-04 | 4.58E+02 | 1.41E+02 | 4.55E+02 |  | 2.50E-04 | 3.76E+01 | 8.32E+01 | 4.12E+01 |
| CI\_M | 1 | 3.43E-04 | 8.71E+00 | 7.39E-01 | 8.11E+00 |  | 2.80E-04 | 5.05E-01 | 3.54E-01 | 1.01E+00 |
| 2 | 1.32E-04 | 5.49E+02 | 8.44E+01 | 6.12E+02 |  | 3.04E-04 | 6.23E+01 | 6.23E+01 | 9.55E+01 |
| CI\_L | 1 | 3.67E-04 | 2.11E+01 | 2.12E+01 | 2.13E+01 |  | 2.45E-04 | 9.50E-02 | 2.37E-02 | 4.45E-02 |
| 2 | 6.57E-04 | 1.01E+04 | 1.37E+04 | 1.58E+04 |  | 3.90E-05 | 7.95E+02 | 1.10E+03 | 9.70E+02 |
| 1. 各测试集各算法平均最优解、标准差 | | | | | | | | | | |
|  |  | 平均最优解 | | | |  | 标准差 | | | |
| Benchmark | | MFGBO | MFGA | MFDE | MFPSO |  | MFGBO | MFGA | MFDE | MFPSO |
| SOCO2020-2T | | | | | | | | | | |
| PI\_H | 1 | 3.55E-01 | 8.19E+02 | 2.93E+02 | 1.05E+03 |  | 4.49E-01 | 6.93E+01 | 7.86E+01 | 1.66E+02 |
| 2 | 3.79E+03 | 4.45E+02 | 1.33E+00 | 5.74E+03 |  | 1.42E+02 | 8.09E+01 | 1.18E+00 | 1.27E+03 |
| PI\_M | 1 | 3.27E+00 | 8.14E+00 | 6.44E-01 | 7.39E+00 |  | 6.08E-02 | 4.43E-01 | 1.74E-01 | 6.62E-01 |
| 2 | 2.45E+00 | 1.92E+05 | 1.75E+02 | 1.89E+05 |  | 1.08E+01 | 6.15E+04 | 3.15E+01 | 1.07E+05 |
| PI\_L | 1 | 2.82E-04 | 2.09E+01 | 3.11E+00 | 1.38E+01 |  | 2.05E-04 | 1.30E-01 | 8.54E-01 | 2.65E+00 |
| 2 | 1.37E-02 | 2.17E+01 | 1.72E+00 | 1.14E+01 |  | 6.52E-03 | 3.31E+00 | 8.90E-01 | 4.03E+00 |
| NI\_H | 1 | 1.04E-01 | 1.98E+05 | 3.64E+02 | 6.84E+05 |  | 1.32E-01 | 5.10E+04 | 1.35E+02 | 2.90E+05 |
| 2 | 1.62E-02 | 5.81E+02 | 3.34E+02 | 6.04E+02 |  | 2.31E-02 | 8.44E+01 | 4.02E+01 | 8.26E+01 |
| NI\_M | 1 | 3.32E-04 | 1.11E+00 | 9.08E-02 | 1.22E+00 |  | 3.63E-04 | 2.02E-02 | 3.65E-02 | 1.09E-01 |
| 2 | 5.15E-01 | 3.00E+01 | 6.04E+00 | 3.34E+01 |  | 2.29E-01 | 2.09E+00 | 1.00E+00 | 2.19E+00 |
|  |  | 平均最优解 | | | |  | 标准差 | | | |
| Benchmark | | MFGBO | MFGA | MFDE | MFPSO |  | MFGBO | MFGA | MFDE | MFPSO |
| SOCO2020-2T | | | | | | | | | | |
| NI\_L | 1 | 7.02E+00 | 8.22E+02 | 4.65E+02 | 2.79E+03 |  | 7.74E+00 | 8.11E+01 | 3.29E+01 | 7.43E+02 |
| 2 | 8.06E-01 | 1.00E+04 | 4.40E+03 | 1.58E+04 |  | 6.85E-01 | 6.60E+02 | 6.30E+02 | 7.72E+02 |
| WCCI2020-Complex | | | | | | | | | | |
| f1 | 1 | 6.88E+02 | 6.88E+02 | 6.85E+02 | 6.87E+02 |  | 1.35E-01 | 3.40E-01 | 1.45E-01 | 2.90E-01 |
| 2 | 6.88E+02 | 6.88E+02 | 6.85E+02 | 6.87E+02 |  | 1.46E-01 | 3.40E-01 | 1.51E-01 | 2.90E-01 |
| f2 | 1 | 2.54E+03 | 2.54E+03 | 2.54E+03 | 2.54E+03 |  | 1.19E+00 | 6.83E-01 | 1.06E-03 | 2.47E+00 |
| 2 | 2.54E+03 | 2.54E+03 | 2.54E+03 | 2.54E+03 |  | 7.65E-01 | 6.89E-01 | 1.06E-03 | 2.47E+00 |
| f3 | 1 | 3.76E+09 | 3.74E+09 | 3.74E+09 | 3.75E+09 |  | 6.05E+06 | 1.66E+06 | 1.33E+00 | 1.02E+07 |
| 2 | 3.76E+09 | 3.74E+09 | 3.74E+09 | 3.75E+09 |  | 5.11E+06 | 1.69E+06 | 1.39E+00 | 1.02E+07 |
| f4 | 1 | 1.31E+03 | 1.31E+03 | 1.31E+03 | 1.31E+03 |  | 4.83E-03 | 1.77E-03 | 4.00E-06 | 8.29E-03 |
| 2 | 1.31E+03 | 1.31E+03 | 1.31E+03 | 1.31E+03 |  | 5.19E-03 | 1.76E-03 | 4.00E-06 | 8.29E-03 |
| f5 | 1 | 2.38E+07 | 2.36E+07 | 2.35E+07 | 2.36E+07 |  | 7.26E+04 | 2.16E+04 | 2.09E+01 | 9.19E+04 |
| 2 | 2.38E+07 | 2.36E+07 | 2.35E+07 | 2.36E+07 |  | 7.37E+04 | 2.19E+04 | 2.00E+01 | 9.19E+04 |
| f6 | 1 | 1.72E+09 | 1.72E+09 | 1.71E+09 | 1.71E+09 |  | 3.21E+06 | 5.60E+05 | 2.29E-01 | 1.98E+06 |
| 2 | 1.72E+09 | 1.72E+09 | 1.71E+09 | 1.71E+09 |  | 3.09E+06 | 5.62E+05 | 2.24E-01 | 1.98E+06 |
| f7 | 1 | 5.89E+06 | 5.88E+06 | 5.88E+06 | 5.88E+06 |  | 6.17E+03 | 5.22E+02 | 1.03E-01 | 3.44E+03 |
| 2 | 5.88E+06 | 5.88E+06 | 5.88E+06 | 5.88E+06 |  | 6.20E+03 | 5.25E+02 | 1.03E-01 | 3.44E+03 |
| f8 | 1 | 5.21E+02 | 5.20E+02 | 5.20E+02 | 5.20E+02 |  | 4.74E-02 | 8.96E-02 | 6.32E-02 | 1.31E-01 |
| 2 | 5.21E+02 | 5.20E+02 | 5.20E+02 | 5.20E+02 |  | 3.41E-02 | 8.95E-02 | 6.31E-02 | 1.31E-01 |
| f9 | 1 | 1.85E+04 | 1.80E+04 | 1.78E+04 | 1.81E+04 |  | 6.14E+01 | 3.04E+01 | 1.19E+00 | 8.50E+01 |
| 2 | 1.62E+03 | 1.62E+03 | 1.62E+03 | 1.62E+03 |  | 6.67E-02 | 4.44E-02 | 1.52E-03 | 7.23E-02 |
| f10 | 1 | 3.14E+09 | 3.14E+09 | 3.13E+09 | 3.14E+09 |  | 2.96E+06 | 6.68E+05 | 1.49E+00 | 2.29E+06 |
| 2 | 1.72E+09 | 1.72E+09 | 1.71E+09 | 1.71E+09 |  | 4.90E+06 | 1.08E+06 | 2.55E+00 | 7.79E+01 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 1. 各测试集各算法运行时间 | | | | |
| Benchmark | MFGBO | MFGA | MFDE | MFPSO |
| SOCO2016-2T | | | | |
| CI\_H | 1.07E+02 | 1.53E+02 | 1.58E+02 | 1.49E+02 |
| CI\_M | 1.24E+02 | 1.67E+02 | 1.69E+02 | 1.13E+02 |
| CI\_L | 1.13E+02 | 1.51E+02 | 1.42E+02 | 1.08E+02 |
| PI\_H | 1.10E+02 | 1.47E+02 | 1.64E+02 | 1.17E+02 |
| PI\_M | 1.15E+02 | 1.69E+02 | 1.68E+02 | 1.51E+02 |
| PI\_L | 2.27E+02 | 2.19E+02 | 2.18E+02 | 1.73E+02 |
| NI\_H | 1.14E+02 | 1.53E+02 | 1.52E+02 | 1.10E+02 |
| NI\_M | 2.28E+02 | 2.74E+02 | 2.79E+02 | 2.10E+02 |
| NI\_L | 1.06E+02 | 1.42E+02 | 1.43E+02 | 1.05E+02 |
| Benchmark | MFGBO | MFGA | MFDE | MFPSO |
| WCCI2020-Complex | | | | |
| f1 | 1.95E+02 | 2.94E+02 | 2.70E+02 | 2.21E+02 |
| f2 | 1.08E+02 | 1.66E+02 | 1.47E+02 | 1.00E+02 |
| f3 | 1.00E+02 | 1.42E+02 | 1.42E+02 | 1.13E+02 |
| f4 | 1.10E+02 | 1.67E+02 | 1.73E+02 | 1.15E+02 |
| f5 | 1.18E+02 | 1.94E+02 | 1.83E+02 | 1.09E+02 |
| f6 | 1.07E+02 | 1.51E+02 | 1.49E+02 | 1.08E+02 |
| f7 | 1.10E+02 | 1.49E+02 | 1.48E+02 | 1.07E+02 |
| f8 | 1.04E+02 | 1.48E+02 | 1.49E+02 | 1.08E+02 |
| f9 | 4.87E+02 | 4.73E+02 | 6.00E+02 | 2.56E+02 |
| f10 | 4.40E+02 | 4.56E+02 | 6.51E+02 | 2.78E+02 |

在运行时间上，MFGBO、MFPSO要优于MFGA、MFDE。原因是MFGBO在选取下一代时用了1对1锦标赛策略，MFPSO也只是对每个个体进行更新，选择操作的时间复杂度为，而MFGA、MFDE对父、子种群进行了合并和排序，选取最好的一半作为下一代，时间复杂度为。

在SOCO2016-2T测试集上，MFGBO在绝大多数问题上的平均最优解要远远好于其他3个算法。在PI\_H-Task2、PI\_M-Task1上MFGBO结果稍差于并接近MFDE。

在WCCI2020-Complex测试集上，4个算法结果整体结果都不好，其中MFDE要稍微好一点。说明通过文化间杂交进行知识迁移的多因子算法不能很好地处理复杂的多任务问题。

## 本章小结

本章介绍了MFGBO的原理及研究了MFGBO在处理多任务连续优化问题上的能力。研究发现相比于使用单任务算法对多个任务分别计算，通过杂交操作进行知识迁移的多因子算法能够有效地解决任务间相似度高的连续优化问题，但是不能有效解决超多任务问题和较难进行知识迁移的复杂多任务问题。

MFGBO相较于[17][18]中提出的MFGA、MFDE、MFPSO算法，在处理相似度高的多任务连续优化问题上要更有优势，得益于GBO算法在处理连续优化问题上的优势。

# 总结与展望

## 创新点和优势

本文的创新点主要是在求解连续优化问题效果优异的基于梯度的进化算法GBO中嵌入多因子策略MF，创造出一种基于梯度的多因子进化算法MFGBO来解决多任务连续优化问题，利用了迁移学习的思想，让种群学习任务间潜在的相似性知识，以加强云计算中多任务优化的效率，满足用户日益增长的需求。

基于梯度的多因子进化算法MFGBO在解决相似的多任务优化问题上有良好的效果，并且相比于未加入多因子策略的GBO算法在多任务优化问题上有着显著的提升，和其他多因子算法的横向对比也显示出MFGBO的优势。

MFGBO的主要优势在于：

1. 开采能力出众，收敛速度快；
2. 勘探能力较优，容易脱离局部最优；
3. 很好地平衡了勘探和开采阶段，算法效率高；
4. 多因子策略能够在相似的多任务问题间进行知识迁移，促进任务的收敛；
5. 在问题相似度较低的时候也能够避免任务间的负知识迁移，最差也能达到单任务算法独立解决任务的效率。

## 不足之处

在处理相似度不高的复杂多任务问题时，MFGBO不能很好地迁移任务间知识，原因是利用杂交进行知识迁移的方法对多任务优化的效果取决于任务间的相似度，如果任务间最优解位置差异较大，MFGBO就不能够有效的进行知识迁移。

在超多任务优化问题上，MFGBO不能取得很好的效果，一个原因是MFGBO在初始化的过程中不能保证每个任务都有均匀的个体。比如种群大小为100，任务为10，初始化后可能有的任务有20个个体，有的只有不到5个，对于个体少的任务就不能高效率地优化，仅靠因子的变异不能很好地解决这个问题。另外的一个原因就是如果同时处理非常多个任务，任务间的差异就会指数上涨，目前采用的多因子策略对其中某个任务来说不能高效地从其他较相似的任务中学习到知识，这样就会导致收敛性不足。

## 展望

目前个体的编码方式是固定每个任务的每个维度映射到基因上，未来可以使用自适应任务基因编码映射的方法来解决这个问题。这样如果两个问题的最优解位置差异较大，种群通过迭代去转换每个任务解的映射，使两个不相似的任务最优解位置通过改变解的映射达到同样的位置，就能够很好地从任务间迁移知识。

目前进行任务间知识迁移的方式是通过杂交的操作，而杂交操作有多种不同的算子，每种算子对于不同任务知识迁移对效果是不同的。可以考虑将多种算子加入到算法中，利用强化学习的思想，对每个个体使用的杂交算子进行自适应选择，每经过一定迭代次数就根据算子产生的效果重新选择。

超多任务优化可以改进的方向是将超多任务划分为若干子任务组合，在每个组合内进行杂交，每迭代一定次数后对组合间任务的相似性进行判断，对相似度低的组合打乱重组，这样就能避免超多任务带来的任务间相似度指数级下降问题。
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附 录

### 连续优化问题的14个测试函数在2维空间的图像
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